Spatial Language Understanding for Object Search in Partially Observed Cityscale Environments

Kaiyu Zheng, Deniz Bayazit, Rebecca Mathew, Ellie Pavlick, Stefanie Tellex

Abstract—We present a system that enables robots to interpret spatial language as a distribution over object locations for effective search in partially observable cityscale environments. We introduce the spatial language observation space and formulate a stochastic observation model under the framework of Partially Observable Markov Decision Process (POMDP) which incorporates information extracted from the spatial language into the robot’s belief. To interpret ambiguous, context-dependent prepositions (e.g. front), we propose a convolutional neural network model that learns to predict the language provider’s relative frame of reference (FoR) given environment context. We demonstrate the generalizability of our FoR prediction model and object search system through cross-validation over areas of five cities, each with a 40,000m$^2$ footprint. End-to-end experiments in simulation show that our system achieves faster search and higher success rate compared to a keyword-based baseline without spatial preposition understanding.

I. INTRODUCTION

Consider the scenario in which a tourist is looking for an ice cream truck in an amusement park. She asks a passer-by and gets the reply the ice cream truck is behind the ticket booth. The tourist looks at the amusement park map and locates the ticket booth. Then, she is able to infer a region corresponding to that statement and find the ice cream truck, even though the spatial preposition behind is inherently ambiguous and subjective to the passer-by. Such spatial language understanding is important in robot applications such as search and rescue when an untrained operator communicates with the robot via natural language.

This problem is challenging because humans produce diverse spatial language phrases based on their observation of the environment and knowledge of target locations, yet none of these factors are available to the robot. In addition, the robot may operate in a different area than where it was trained. The robot must generalize its ability to understand spatial language across environments.

Existing approaches to spatial language understanding from formal semantics [1, 2] often assume referenced objects already exist in the agent’s world model. Unfortunately, real world environments are often partially observable and the robot does not have a complete world model. Other works that do consider partial observability [3, 4, 5] deal with languages that do not involve ambiguous spatial prepositions or assume a robot-centric frame of reference. This leads to systems that have limited ability to understand diverse spatial relations that provide critical disambiguating information, such as behind the ticket booth.

To deal with partial observability of the referenced object, we introduce a novel spatial language observation space and formulate a stochastic spatial language observation model in the Partially Observable Markov Decision Process (POMDP) framework [6] that enables the robot to incorporate into its belief state, via belief update, the spatial information about the referenced object extracted from natural language. To understand ambiguous, context-dependent prepositions such as behind, we develop a novel convolutional neural network that infers the latent frame of reference (FoR) given an egocentric synthetic image of the referenced landmark and surrounding context. The predicted FoR is integrated into the spatial language observation model. After the initial belief update, the robot proceeds to search according to a policy produced by a POMDP solver. Our system enables robots to interpret spatial language and perform search more effectively in cityscale environments.

We evaluate both the FoR prediction model and end-to-end performance with language data collected from areas of five cities. Five-fold cross-validation is employed to test the generalizability of our method. We show that our system finds objects faster and attains higher success rate by exploiting spatial information from language compared to a baseline that does not interpret spatial language. This baseline uses the same parsing pipeline but a keyword-based model proposed in [5], which assigns uniform probability over referenced landmarks. Finally, we report results for varying language complexity and spatial prepositions to discuss advantages and limitations of our approach.
II. RELATED WORK

Language grounding aims to map symbols of language to concepts and structures in the world available to the agent. Most work on spatial language grounding assumes a fully observable domain where the references are known or within the field of view of the robot [1, 2, 7, 8]. Spatial language understanding in partially observable environments is an emerging area of study [3, 4, 5, 9]. Thomason et al. [9] propose a domain where the robot has access to a dialogue between humans discussing the location of the target prior to searching. Hemachandra et al. [3] and Patki et al. [4] learn to infer a distribution over semantic maps from given language for instruction following and plan actions through behavior inference. These instructions are typically FoR-independent or involve only the robot’s own FoR. In contrast, we study language descriptions with FoRs relative to referenced landmarks and produce policy via online planning. Wandzelski et al. [5] propose the Object-Oriented POMDP framework for object search and a proof-of-concept keyword-based model for language understanding in indoor space. Our work handles diverse spatial language using a novel spatial language observation model and focuses on search in cityscale environments. We evaluate our system against a keyword-based baseline similar to the one in [5].

Cognitive scientists have grouped FoRs into three categories: absolute, intrinsic, and relative [10, 11]. Absolute FoRs (e.g. for north) are fixed and depend on the agreement between speakers of the same language. Intrinsic FoRs (e.g. for at the door of the house) depend only on properties of the referenced object. Relative FoRs (e.g. for behind the ticket booth) depend on both properties of the referenced object and the perspective of the observer. In this paper, spatial descriptions are provided by human observers who may impose relative FoRs or absolute FoRs.

III. PROBLEM SETTING

A robot is tasked to search for a number of target objects in an urban area represented as a discretized 2D map of landmarks. The robot is equipped with the map and an on-board sensor capable of detecting the targets within the field of view. However, the robot has no knowledge of object locations a priori, and the map size is substantially larger than the sensor’s field of view, making brute-force search infeasible. A human with access to the same map and prior knowledge of object locations provides the robot with a natural language description. For example, given the map in Figure 1, one could say the red Honda is behind Belmont, near Hi-Lo. The language is assumed to mention some of the target objects and their spatial relationships to some of the known landmarks, yet there is no assumption about how such information is described. To be successful, the robot must incorporate information from spatial language to efficiently search the environment until it finds the target object.

IV. APPROACH

Spatial language is useful for efficient object search but could also be ambiguous or misleading. Therefore, we regard it as a stochastic observation in the POMDP framework incorporated into the robot’s belief. In this section, we first briefly review POMDP and the multi-object search (MOS) task proposed in [5]. Then, we present our approach consisting of three parts: spatial language observation modeling, FoR prediction and spatial information extraction.

A. POMDP and Multi-Object Search

POMDP [6] is a framework to describe sequential-decision making problems where the agent does not fully observe the environment state. Formally, a POMDP is defined as a tuple \((S, \mathcal{A}, \Omega, T, O, R, \gamma_o)\). Given an action \(a \in \mathcal{A}\), the environment state transitions from \(s \in S\) to \(s' \in S\) following the transition function \(T(s,a,s') = \Pr(s'|s,a)\). The agent receives an observation \(o \in \Omega\) according to the observation model \(O(s',a,o) = \Pr(o|s',a)\), and an expected reward \(r = R(s,a,s')\). The agent maintains a belief state \(b_1(s) = \Pr(s|b_1)\) which is a sufficient statistic for the history \(h_1 = (ao):i+1\). The agent updates its belief given the action and observation by \(b_{i+1}(s') = \eta O(s',a,o) \sum_s T(s,a,s') b_i(s)\) with a normalizing constant \(\eta\). The objective is to find a policy \(\pi(b_1)\) which maximizes the expected discounted future rewards with a discount factor \(\gamma_o\).

In MOS [5], the task is to search for \(N\) targets in a discrete 2D map \(M\) that contains landmark information. The state is defined as \(s = (s_1, \ldots, s_N, s_e, M)\), where \(s_i = (x_i, y_i)\) is the state for target \(i, 1 \leq i \leq N\). Robot state \(s_e = (x, y, \theta, F)\) consists of its pose \((x, y, \theta)\) and a set of found targets \(F \subset \{1, \ldots, N\}\). The optimal policy moves the robot to explore areas in the map that it thinks are likely to contain the object, based on a belief state that boils down to a distribution over target locations in the map. The belief state is updated using observations from its sensors and also from spatial language. We focus on formalizing the spatial language observation in the following section.

B. Integrating Spatial Language into POMDPs

According to Landau and Jackendoff [12], the standard linguistic representation of an object’s place requires three elements: the object to be located (figure), the reference object (ground), and their relationship (spatial relation), which in our case is a spatial preposition. We abide by this convention and represent spatial information from a given natural language description in terms of atomic propositions, each represented as a tuple of the form \((f, r, \gamma)\), where \(f\) is the figure, \(r\) is the spatial relation and \(\gamma\) is the ground. In our case, \(f\) refers to a target object, \(\gamma\) refers to a landmark on the map, and \(r\) is a predicate that is true if the locations of \(f\) and \(\gamma\) satisfy the semantics of the spatial relation. As an example, given spatial language the red Honda is behind Belmont, near Hi-Lo, two tuples of this form can be extracted: \{(RedCar(f), behind(r), Belmont(\gamma)), (RedCar(f), near(r), HiLo(\gamma))\}.

We define the spatial language observation as a set of \((f, r, \gamma)\) tuples extracted from a given spatial language. The space of all possible tuples of such form for a given map is
the spatial language observation space. Next, we formulate the corresponding observation model.

We denote a spatial language observation as \( o_{\mathcal{R}} \). We can split \( o_{\mathcal{R}} \) into subsets, \( o_{\mathcal{R}} = \cup_{i=1}^{N} o_{\mathcal{R}_i} \), each \( o_{\mathcal{R}_i} = \cup_{j=1}^{o_{\mathcal{R}_i}} (f_j, r_j, \gamma_j) \) is the set of tuples where the figure is target object \( i \). Since the human describes the targets objects with respect to landmarks on the map, the spatial language is conditionally independent from the robot state and action given the map \( \mathcal{M} \) and the target locations \( s_1', \ldots, s_N' \). Therefore, by the definition of \( s' \) and \( o_{\mathcal{R}} \),

\[
Pr(o_{\mathcal{R}}|s', a) = Pr(\cup_{i=1}^{N} o_{\mathcal{R}_i}|s_1', \ldots, s_N', \mathcal{M})
\]  

(1)

We make a simplifying assumption that \( o_{\mathcal{R}_i} \) is conditionally independent of all other \( o_{\mathcal{R}_j} \) and \( s_j' (j \neq i) \) given \( s_i' \) and map \( \mathcal{M} \). We make this assumption because the human observer is capable of producing a language \( o_{\mathcal{R}_i} \) to describe target \( i \) given just the target location \( s_i \) and the map \( \mathcal{M} \). This means

\[
Pr(\cup_{i=1}^{N} o_{\mathcal{R}_i}|s_1', \ldots, s_N', \mathcal{M}) = \frac{1}{Z} \prod_{i=1}^{N} Pr(o_{\mathcal{R}_i}|s_i', \mathcal{M})
\]  

(2)

where \( Z \) is the normalizing constant. Using the definition of \( o_{\mathcal{R}_i} \), we take the following steps regarding \( Pr(o_{\mathcal{R}_i}|s_i', \mathcal{M}) \),

\[
Pr(o_{\mathcal{R}_i}|s_i', \mathcal{M}) = Pr(f_i, r_1, \gamma_1, \ldots, r_L, \gamma_L|s_i', \mathcal{M})
\]  

(3)

\[= Pr(r_1, \ldots, r_L|\gamma_1, \ldots, \gamma_L, f_i, s_i', \mathcal{M}) \times Pr(\gamma_1, \ldots, \gamma_L, f_i|s_i', \mathcal{M})
\]  

(4)

\[= \prod_{j=1}^{L} Pr(r_j|\gamma_j, f_i, s_i', \mathcal{M})
\]  

(5)

The first term in (4) is factored by individual spatial relations, because each \( r_j \) is a predicate that, by definition, involves only the figure \( f_i \) and the ground \( \gamma_j \), therefore it is conditionally independent of all other relations and grounds given \( f_i \), its location \( s_i' \), and the landmark \( \gamma_j \) and its features contained in \( \mathcal{M} \). The second term in (4) is set to 1 because the robot has no prior knowledge regarding the human observer’s language use\(^1\), making \( Pr(\gamma_1, \ldots, \gamma_L, f_i|s_i', \mathcal{M}) \) uniform.

For predicates like \( \text{behind} \), its truth value depends on the relative FoR imposed by the human observer who knows the target location. Denote the FoR vector corresponding to \( r_j \) as a random variable \( \Psi \) that distributes according to the indicator function \( Pr(\Psi = \psi_j) = 1(\psi_j = \psi^*_j) \), where \( \psi^*_j \) is the one imposed by the human. Then regarding \( Pr(r_j|\gamma_j, f_i, s_i', \mathcal{M}) \), we can sum out \( \Psi_j \):

\[
Pr(r_j|\gamma_j, f_i, s_i', \mathcal{M}) = \sum_{\psi_j} Pr(r_j, \gamma_j, f_i, s_i', \mathcal{M}|\psi_j) Pr(\psi_j)
\]  

(6)

\[
= \frac{Pr(r_j, \gamma_j, f_i, s_i', \mathcal{M}|\psi^*_j)}{Pr(\psi^*_j)}
\]  

(7)

\[= Pr(r_j|\gamma_j, \psi^*_j, f_i, s_i', \mathcal{M})
\]  

(8)

(7) becomes (8) by law of total probability and then canceling the numerator and denominator terms, using the fact that \( \psi^*_j, \mathcal{M} \) is independent of \( \psi^*_i \), and that no prior knowledge of ground \( \gamma_j \) and figure \( f_i \) used in the spatial language is given, similar to the justification from (4) to (5).

The observer’s relative FoR \( \psi^*_j \), by definition, depends on properties of both the ground, the figure and its true location, and the observer’s subjective experience. The latter two are unknown to the robot. Therefore, we consider two subproblems: the approximation of \( \psi^*_j \) by a predicted value \( \hat{\psi}_j \) and the modeling of \( Pr(r_j|\gamma_j, \hat{\psi}_j, f_i, s_i', \mathcal{M}) \). We describe our FoR prediction approach in the next section. We model \( Pr(r_j|\gamma_j, \hat{\psi}_j, f_i, s_i', \mathcal{M}) \) as a gaussian following prior work as well as evidence from animal behavior [13, 14]:

\[
Pr(r_j|\gamma_j, \hat{\psi}_j, f_i, s_i', \mathcal{M}) = |u(s_i', \gamma_j, \mathcal{M}) \cdot v(f_i, r_j, \gamma_j, \hat{\psi}_j)|
\]  

(9)

\[
\times \exp \left(-\frac{\text{dist}(s_i', \gamma_j, \mathcal{M})^2}{2\sigma^2}\right)
\]

where \( \sigma \) controls the steepness of the distribution based on landmark size, and \( \text{dist}(s_i', \gamma_j, \mathcal{M}) \) is the distance between \( s_i' \) to the closest position within the ground \( \gamma_j \) in map \( \mathcal{M} \), and \( u(s_i', \gamma_j, \mathcal{M}) \cdot v(f_i, r_j, \gamma_j, \hat{\psi}_j) \) is the dot product between \( u(s_i', \gamma_j, \mathcal{M}) \), the unit vector from \( s_i' \) to the closest position within the ground \( \gamma_j \) in map \( \mathcal{M} \), and \( v(f_i, r_j, \gamma_j, \hat{\psi}_j) \), a unit vector in in the direction that satisfies the semantics of the proposition \( (f_i, r_j, \gamma_j) \) by rotating \( \hat{\psi}_j \). The precise definition of \( \hat{\psi}_j \) is given in the section below. The dot product is dropped for predicates that do not require FoRs (e.g. near). We refer to Landau and Jackendoff [12] for a list of prepositions meaningful in 2D that require FoRs: above, below, down, top, under, north, east, south, west, northwest, northeast, southwest, southeast, front, behind, left, right.

C. Learning to Predict Latent Frame of Reference

Here we describe our approach to predict \( \psi^*_j \) corresponding to a given \((f_i, r_j, \gamma_j)\) tuple, which is critical for correct resolution of spatial relations. Taking inspiration from the ice cream truck example where the tourist can infer a potential FoR by looking at the 2D map of the park, we train a model that predicts the human observer’s imposed FoR based on the environment context embedded in the map.

We define an FoR in a 2D map as a single vector \( \psi_j = (x, y, \theta) \) located at \((x, y)\) at an angle \( \theta \) with respect to the \(+x\) axis of the map. We use the center-of-mass of the ground as the origin \((x, y)\). We make this approximation since our data collection shows that when looking at a 2D map, human observers tend to consider the landmark as a whole without decomposing it into parts. Therefore, the FoR prediction problem becomes a regression problem of predicting the angle \( \theta \) given a representation of the environment context.

We design a convolutional neural network, which takes as input a grayscale image representation of the environment context where the ground in the spatial relation is highlighted. Surrounding landmarks are also highlighted with different brightness for streets and buildings (Figure 2). The image is shifted to be egocentric with respect to the referenced landmark, and cropped into a 28 \( \times \) 28 pixel image. The intuition is to have the model focus on immediate

\(^1\)In general, the human observer may produce spatial language that mentions arbitrary landmarks and figures whether they make sense or not.
surroundings, as landmarks that are far away tend not to contribute to inferring the referenced landmark’s properties. The model consists of two standard convolution modules followed by three fully connected layers. These convolution modules extract an 800-dimension feature vector, feeding into the fully connected layers, which eventually output a single value for the FoR angle. We name this model \texttt{EGO-CTX} for egocentric shift of the contextual representation.

Regarding the loss function, a direct comparison with the labeled angle is not desirable. For example, suppose the labeled angle is 0 (in radians). Then, a predicted angle of 0.5 is qualitatively the same as another predicted angle of \(-0.5\) or \(2\pi - 0.5\). For this reason, we apply the following treatment to the difference between predicted angle \(\theta\) and the labeled angle \(\theta^*\). Here, both \(\theta\) and \(\theta^*\) have been reduced to be between 0 to \(2\pi\):

\[
\ell(\theta, \theta^*) = \begin{cases} 
2\pi - |\theta - \theta^*|, & \text{if } |\theta - \theta^*| > \pi, \\
|\theta - \theta^*|, & \text{otherwise} 
\end{cases} 
\tag{10}
\]

This ensures that the angular deviation used to compute the loss ranges between 0 to \(\pi\). The learning objective is to reduce such deviation to zero. To this end, we minimize the mean-squared error loss \(L(\theta, \theta^*) = \frac{1}{N} \sum_{i=1}^{N} \ell(\theta_i, \theta^*_i)^2\), where \(\theta, \theta^*\) are predicted and annotated angles with size \(N\). This objective gives greater penalty to angular deviations farther away from zero.

In our experiments, we combine the data by antonyms and train two models for each baseline: a \texttt{front} model used to predict FoRs for \textit{front} and \textit{behind}, and a \texttt{left} model used for \textit{left} and \textit{right}\(^\text{2}\). The training data for \texttt{front} is augmented by random rotations, whereas no data augmentation is performed for \texttt{left}. We use the Adam optimizer \cite{kingma2014adam} to update the network weights with a fixed learning rate of \(1 \times 10^{-5}\). Early stopping based on validation set loss is used with a patience of 20 epochs \cite{patience}.

\textbf{D. Spatial Information Extraction from Natural Language}

We designed a pipeline to extract spatial relation triplets from the natural language using the spaCy library \cite{spacy} for noun phrase (NP) identification and dependency parsing, as it achieves good performance on these tasks. Extracted NPs are matched against synonyms of target and landmark symbols using cosine similarity. All paths from targets to landmarks in the dependency parse tree are extracted to form the \((f, r, \gamma)\) tuples used as spatial language observations (Section IV-B).

Our spatial language understanding models assume as input language that has been parsed into \((f, r, \gamma)\) tuples, but is not dependent on this exact pipeline for doing so. Future work could explore alternative methods for parsing and entity linking, including approaches optimized for the task of spatial language resolution. In our end-to-end experiments, we report the task performance both when using this parsing pipeline and when using manually annotated \((f, r, \gamma)\) tuples to indicate the influence of parsing on search performance.

\textbf{V. Data Collection}

We use maps from OpenStreetMap (OSM), a free and open-source database of the world map with voluntary landmark contributions \cite{osm}. We scrape landmarks in 40,000m\(^2\) grid-regions with a resolution of 5m by 5m grid cells in five different cities leading to a dimension of 41 \(\times 41\) per grid map\(^3\): Austin, TX; Cleveland, OH; Denver, CO; Honolulu, HI, and Washington, DC. Geographic coordinates of OSM landmarks are translated into grid map coordinates.

To collect a variety of spatial language descriptions from each city, we randomly generate 30 environment configurations for each city, each with two target objects. We prompt Amazon Mechanical Turk (AMT) workers to describe the location of the target objects and specify that the robot knows the map but does not know target locations. Each configuration is used to obtain language descriptions from up to eleven different workers. The descriptions are parsed using our pipeline described in Section IV-D. Examples are shown in Figure 3. Screenshots of the survey and statistics of the dataset are provided in the supplementary video.

The authors annotated FoRs for \textit{front}, \textit{behind}, \textit{left} and \textit{right} through a custom annotation tool which displays the AMT worker’s language alongside the map without targets. We infer the FoR used by the AMT worker, similar to what the robot is tasked to do. This set of annotations are used as data to train and evaluate our FoR prediction model. Prepositions such as \textit{north}, \textit{northeast} have absolute FoRs with known direction. Others are either difficult to annotate (e.g. \textit{across}) or have too little samples (e.g. \textit{above}, \textit{below}).

\(^2\)We do not train a single model for all four prepositions since \textit{left} and \textit{right} often also suggest an \textit{absolute} FoR used by the language provider when looking at 2D maps, while \textit{front} and \textit{behind} typically suggest a \textit{relative} FoR.

\(^3\)Because of the curvature of the earth, the grid cells and overall region is not perfectly square, which is why the grid is not perfectly 40x40
VI. EXPERIMENTS

A. Frame of Reference Prediction

We test the generalizability of our FoR prediction model (EGO-CTX) by cross-validation. The model is trained on maps from four cities and tested on the remaining hold-out city for all possible splits. We evaluate the model by the angular deviation between predicted and annotated FoR angles, in comparison with three baselines and human performance: The first is a variation (CTX) that uses a synthetic image with the same kind of contextual representation yet without egocentric shift. The second is another variation (EGO) that performs egocentric shift and also crops a $28 \times 28$ window, but only highlights the referenced landmark at the center without contextual information. The random baseline (Random) predicts the angle at random uniformly between $[0, 2\pi]$. The Human performance is obtained by first computing the differences between pairs of annotated FoR angles for the same landmarks (Equation 10), then averaging over all such differences for landmarks per city. Each pair of FoRs may be annotated by the same or different annotators. Taking the average gives a sense of the disagreement among the annotators’ interpretation of spatial relations.

The results are shown in Figure 4. Each boxplot summarizes the means of baseline performance in the five cross-validation splits. The results demonstrate that EGO-CTX shows generalizable behavior close to the human annotators, especially for front. We observe that our model is able to predict front FoRs roughly perpendicular to streets against other buildings, while the baselines often fail to do so (Figure 5). The competitive performance of the neural network baselines in left indicates that for left and right, the FoR annotations are often absolute, i.e. independent of the context.

B. End-to-End Evaluation

We randomly select 20 spatial descriptions per city. We task the robot to search for each target object mentioned in every description separately, resulting in a total of 40 search trials per city, 200 in total. Cross-validation is employed such that for each city, the robot uses the FoR prediction model trained on the other four cities. For each step, the robot can either move or mark an object as detected. The robot can move by rotating clockwise or counterclockwise for 45 degrees, or move forward by 3 grid cells (15m). The robot receives observation through an on-board fan-shaped sensor after every move. The sensor has a field of view with an angle of 45 degrees and a varying depth of 3, 4, 5 (15m, 20m, 25m). As the field of view becomes smaller, the search task is expected to be more difficult. The robot receives $-10$ step cost for moving and $+1000$ for correctly detecting the target, and $-1000$ if the detection is incorrect. The rest of the domain setup follows [5].

We compare the search performance using our spatial language understanding model (slu) against three models. The first is an upper bound (informed) in which the agent knows the ground-truth location of the target objects with some noise. The second (keyword) uses a keyword-based model [5] that assigns a uniform probability over referenced landmarks in a spatial language but does not incorporate information from spatial prepositions. The third baseline (uniform) uses a uniform prior. We also report the performance of our system and keyword using the same languages but with annotated spatial relations (slu, annotated and keyword, annotated). Our parsing pipeline attains a precision/recall of 100%/88.9% for recognizing referenced landmarks and 88.9%/76.2% for recognizing spatial relation propositions (i.e. $(f, r, \gamma)$ tuples) for selected languages.

For all baselines, we use an online POMDP solver, POMCP [19] but with a histogram belief representation to avoid particle depletion. The number of simulations per planning step is 1000 for all baselines. The discount factor is set to 0.95. The robot is allowed to search for 200 steps per search task, since search beyond this point will earn very little discounted reward and is not efficient.

We evaluate the effectiveness and efficiency of the search by the amount of search tasks the robot completed (i.e. successfully found the target) under a given limit of search steps (ranging from 1 to 200). Results are shown in Figure 7. Our system performs better compared to the keyword base-
Table I. Our system outperforms spatial predicates. Results over all sensor ranges are given in front prepositions. For prepositions comparing slu parsing for spatial language understanding. Example search spatial relations. This suggests the important role of language for sensor range 3 comparing the annotated versions. We where trials with “good” FoR (i.e. ones in the correct slu over all sensor ranges comparing. The gain in the discounted reward is statistically significant preposition, averaging over trials from all sensor ranges. TABLE I: Mean (95% CI) of discounted cumulative reward per slu rate of search. Our system Fig. 7: Number of completed search tasks as the maximum search step increases. Steeper slope indicates greater efficiency and success rate of search. Our system slu performs better compared to the keyword baseline with increasing margin as the sensor range decreases.

<table>
<thead>
<tr>
<th>predicate</th>
<th>Trials</th>
<th>keyword</th>
<th>slu</th>
<th>keyword, annotated</th>
<th>slu, annotated</th>
</tr>
</thead>
<tbody>
<tr>
<td>south</td>
<td>27</td>
<td>68.56 (132.67)</td>
<td>138.82 (442.22)</td>
<td>371.42 (136.68)</td>
<td>355.70 (146.34)</td>
</tr>
<tr>
<td>southeast</td>
<td>21</td>
<td>169.52 (155.36)</td>
<td>306.10 (89.69)</td>
<td>310.52 (154.15)</td>
<td>576.26 (73.78)</td>
</tr>
<tr>
<td>east</td>
<td>18</td>
<td>288.88 (185.05)</td>
<td>423.12 (121.50)</td>
<td>249.48 (185.15)</td>
<td>449.82 (143.53)</td>
</tr>
<tr>
<td>northeast</td>
<td>18</td>
<td>333.63 (163.69)</td>
<td>466.61 (224.40)</td>
<td>376.86 (149.98)</td>
<td>496.47 (143.91)</td>
</tr>
<tr>
<td>south</td>
<td>27</td>
<td>474.61 (121.73)</td>
<td>536.51 (177.22)</td>
<td>226.59 (182.40)</td>
<td>496.47 (143.91)</td>
</tr>
<tr>
<td>west</td>
<td>12</td>
<td>74.11 (188.83)</td>
<td>457.23 (100.03)</td>
<td>400.88 (171.80)</td>
<td>403.38 (189.20)</td>
</tr>
</tbody>
</table>

| south      | 75     | 299.39 (277.26) | 229.15 (93.85)  | 324.56 (75.22)  | 208.81 (83.76)  |
| behind     | 24     | 54.43 (108.06)  | 85.89 (129.08)  | 191.01 (170.98) | 143.99 (162.78) |
| right      | 12     | 203.15 (198.90) | 73.35 (212.87)  | 340.79 (264.77) | 238.27 (247.47) |
| left       | 9      | 11.25 (199.65)  | 90.18 (224.12)  | 351.08 (133.68) | 275.28 (187.04) |

| front (good)| 45    | 373.06 (101.39) | 432.56 (185.91) | 370.55 (95.47)  | 444.14 (69.77)  |
| behind (good)| 18   | 62.43 (137.96)  | 67.99 (125.82)  | 174.74 (223.81) | 263.25 (186.60) |
| front (bad) | 30    | 108.89 (114.41) | 75.75 (105.62)  | 255.18 (124.60) | 145.36 (95.95)  |
| behind (bad)| 6     | 90.41 (77.88)   | 62.28 (483.35)  | 339.83 (243.65) | 213.79 (7.63)   |

Fig. 6: Example object search trials in end-to-end evaluation. The search path is overlayed on top of the initial belief formed by interpreting the given spatial language. The robot eventually finds the target. However, our system leads to more efficient search policies.
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