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Motivation

Graph-Structured Data

Social Network Analysis Computer Vision
(Semantic Segmentation)

Robotics
(Semantic Maps)



Motivation

Graph-Structured Data

ÅReal-world graph-structured data:

ÅComplex

ÅNoisy

ÅDynamic

(with varying size)



Motivation

Traditional Structured-Prediction

ÅInference about graph-structured data
ÅStructured Prediction

ÅTraditional structured prediction 
approaches:

ÅRequire fixed number of variables

ÅRequire static global structure

ÅPlace strict constraintson variable 
interactions



Graph-Structured Sum-Product 
Networks (GraphSPNs)

ÅGuarantee tractable probabilistic inference

ÅIncorporate probabilistic semantics in structure
ÅHierarchical mixture of parts

Leverages Sum-Product Networks



Deep 
probabilistic
model for SP

Complex, noisy 
variable 

dependencies

Template models 
dynamic graphs 
of varying size

Graph-Structured Sum-Product 
Networks (GraphSPNs)



Semantic Mapping Using GraphSPNs
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Problem:
Semantic Mapping:
ÅAssign correct labels to latent 

semantic variables
ÅLeverage relationsbetween nodes
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office

doorway



In this example, each node has one 
latent variablefor semantic class,
Corresponding to A distribution of 
local evidence







Green: 2-node Template SPN

Blue: 3-node Template SPN






